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A common problem in the analysis of data 
in the social sciences is that of test- 
ing homogeneity on distributions of qual 
itative variables. This problem arises 
when a population has been divided into 
several so called "domains and at the 
same time a qualitative variable is de- 
fined on each domain. In this situation 
it is often required to compare the dis- 
tribution of the qualitative variable 
across these groups, that is, to test 
whether the proportion elements be- 
longing to each category of the qualita- 
tive variable is the same in each of the 
domains. 

In general, the distribution of the popu 
lation elements among the several do- 
mains is not known beforehand. This fact 
introduces a complication in the analy- 
sis, since it is not possible then to 
design a sampling procedure which will 
yield a specified number of elements 
from a given domain. Moreover, it some- 
times happens in practice that a prior 
stratification, unrelated to the domains 
of study, has been used in selecting the 
sample, thus introducing more difficul- 
ties in the solution of the problem, 
which of course remains unchanged, since 
the stratification is not relevant to 
the purposes of the investigation. 

An example of the situation described 
above is that of a survey conducted in 
1952 in a Canadian Maritime Province, 
whose specific aims were to assertain 
the incidence of psychiatric disorders 
within different subgroups of the popu- 
lation under study. This survey was 
conducted in the following manner (1): 

1. A county was divided into three stra 
ta, corresponding distinct geographical 
and social areas. From each stratum 
according to some preassigned sampling 
rates, a sample of households was select 
ed, and either the male or female in the 
household was interviewed. 

2. The set of domains of study corre- 
sponded to categories of an index called 
"Occupational Disadvantage ", roughly a 
measure of average well -being in vari- 
ous occupational levels. For example, 
one domain corresponds to owner, sala- 
ried and professional occupations. and 
another to self- employed workers in 
agriculture and fishing. 

3. The qualitative variable is an 
overall judgment made by the project 
psychiatrists: a person belongs to cate- 
gory 1 if he is a well person, to cate- 

gory 2 if he would almost qualify for 
psychiatric attention or therapy, and to 
category 3 if the diagnosis is doubtful. 

In this example, the hypothesis to be 
tested is that the proportion of per- 
sons within each category of "psychiat- 
ric status" is the same for both cate- 
gories of "occupational disadvantage ", 
the strata to play no role in the anal- 
ysis. 

A first approach to the solution might 
be through the application of a -test 
to the separate strata, and then combin- 
ing the results for all the strata taken 
together, as described, e.g., by Kendall 
(2). But perhaps an overall test is re- 
quired. relating to the entire popula- 
tion, regardless of the stratification, 
among other reasons because a x2 -test 
would be meaningless whenever no observa 
tions are obtained from a given domain, 
and this may easily happen in an actual 
situation. 

Let Ni, i =1,2 L denote the number 

of elements in the i -th stratum, and 
within this particular stratum, let 

Nia' Nib' Nid denote the number of 

elements in domains a, b, d, re- 
spectively. 

Within each stratum, say the i -th, and 
within domain a, say, in this stratum, 
let Pia(1)' 

Pia(2)' " " Pia(k) denote 

the proportions of elements pertaining 
respectively, to categories 1, 2, k. 

Then, in the whole population, we are 
interested in comparing the proportions 
Pa(j), j =1,2 k where 

P Ni 1T is Pia(j) 

and where we denote Nia/Ni bylia, for 
domain a, and similarly for other do- 
mains. 

We now want to consider the following 
problem: To test the hypothesis H: 

Pd(j)' for each j =1, 2, 

k, on the basis of a sample drawn 
at random from the separate strata. 

In tabular form, we have the following 
situation: 

Pa(1) Pa(2) a(k) 

Pb(1) Pb(2) Pb(k) 

Pd(11 Pd121 ---- Pd(k) 



and it is desired to test whether the 
quantities appearing in a given column 
are the same no matter what the actual 
value is, that is, if the distribution 
of elements among the categories is the 
same for all domains. 

Noting that the sum across columns 
equals 1 for any one row, we may leave 
the last column out of the analysis, and 
we then state our hypothesis as follows: 

H: 
Pa(j) 

Pb(j) Pd(j) 

simultaneously for j =1,2, k -1. 

a. Estimates of the parameters: their 
variances and covariances. 

In accordance with the usual approach of 
finite population methodology, the esti- 
mates that we propose for the above pa- 
rameters are simply given by 

Ni 
nia 

a( j ) 

Ni nia 
ni 

j = 1,2 k-1. 

where ni is the size of the sample drawn 
at random from the i -th stratum, nia is 
the number of elements of the ni. which 
fall in domain a, and pia(j) is the pro- 

portion of elements in domain a, stratum 
i, that fall in the j -th category. 

The variance of this estimate follows, 
after some manipulations: 

2 

) 
Ni 

(Ni -1) 

(Pia(j)- Pa(j))2 where Na= Nia 

This formula agrees with Hartley's (3 ), 

p. 15, formula (33), and although Pro- 
fessor Hartley remarks that it "appears 
to be restricted to a proportional allo- 
cation of the sample to strata ", we have 
derived it with no assumptions on the 
sample allocation. 

There are two kinds of covariances be- 
tween our estimates. The first one a- 
rises since the sample of size ni is 
composed of nia, nib, nid, all 
these adding up to ni, thus giving 
correlations across domains. The second 
one comes from the fact that in a given 
stratum we have 21 Pia(j) =1, and hence 

there are correlationé between estimates 
across categories. 

It can be shown, then, -that 
N - n 

Cov(ß5(j),rb(j)) 
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1ÌialÌib(Pia(j)-Pa(j))(P4b(j)-Pb(j)). 

and 

Ni ni Cov(Pa(j),Pa()) f1 
Ni - 1 

Pia( j) Pia(/) +N2 Ni-ni ITia(1 
ni N1 ni 

b. Derivation of the test procedure. 

A test procedure for the stated hypoth- 
esis should be based on the behavior of 
the estimates in the sampling process. 
This behavior is described by specify- 
ing the joint probability distribution 
of the estimates. No attempt will be 
made to derive the exact form of this 
distribution; instead we shall make an 
assumption concerning the joint distri- 
bution of the d(k -1) random variables 

Pa(j) Pd(j)1 j =1.2 k -1. 

For the sake of simplicity, let us re- 
write the parameters Pb(1)' ' 
Pd(k -1) 

as P2, Pd(k the 

same change is notation holding for the 
estimates of the parameters. In the new 
notation our hypothesis is now 

H: =Pj +1= '= +d -1 for each j =1, 

d +1, 2d +1 (k- 2)d +1. 

Making a straightforward generalization 
of the often used approximation to the 
distribution of a proportion, or of a 
difference of proportions, we propose 
the following assumption: Let P denote 
a column vector whose components are P1, 

P2' -1)d and p denote a column 

vector whose components are pl, p2, 
Let A denote the (k -1)d x P(k -1)d, 

(k -1)d matrix whose element in the (i, 
j) -th place is the covariance between 
pi and pj. Then, generalizing the 

result for the univariate case, let the 
joint density of the random variables 

P1' P2' P(k -1)d be given by 

(p.P)= c . exp {- á(p 1(p-P)} 

(1) 

a multivariate normal density, where c 
is a constant, and A -1 is the inverse 

matrix of A. 

A likelihood -ratio criterion will now be 
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derived to test H. The maximum of 9(p,P) 
over the whole parameter space is clear- 
ly seen to be attained for p =P, and let 
it be denoted by 

In order to find the maximum of f(p.P) 
subject to the condition that H: 

Pj +1= +d -l' 
for j =1. d +l, . 

(k -2) d +l, we proceed as follows: Since 
the problem is equivalent to finding 
the maximum of the exponent in (1), we 
shall use the method of Lagrange multi- 
pliers, trying to express the restric- 
tions under which the minimum is to be 
attained in vector form. 

Let S1, S2. . S(d- 1)(k -1) be a set 

of vectors, where S1 has 1 as its first 

component. -1 as its second component 
and zeros all the way down. Sr is con- 

structed from by shifting all its 

elements one place downwards, and re- 
placing the first one by zero. Then, 
the product SIP =O expresses the fact 

that P1 =P2. Also, S'P =O means 

and so on until we express Pd -1 =Pd 

The minimization procedure is then 
carried out by the usual method: 

Let 
D= (p -P)'A (p -P) +ml SIP +m2S;P +...+ 

m(k- L)(d -1) S(k- 1)(d -1)P' where the 

m's are constants. 

Taking the partial derivative of D 
with respect to P, and setting it equal 
to zero, we have the set of (k- 1)(d -1) 
+1 simultaneous equations: 

0 

O 

m(k- 1)(d -1) S(k- 1)(d -1) P 

The solution of this set of equations 
gives the value of P which maximizes 
(1) subject to H. Let this maximum be 

, 

Then. the test criterion is as follows: 
If ) = is greater than or 
equal to . reject H, where is 
chosen according to the level of sig- 
nificance desired, and using the fact 
that -2 logX follows a x2- distribution 
with d(k -2) degrees of freedom. 
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